Midterm for Intelligent Control 

By Shun-Feng Su

Nov. 4, 2022
General Guidelines:

1. There are 6 questions in this exam. Please do all questions. The total score is 480. Do your best and good luck.

2. Your answers can be written either in English or in Chinese.

3. Write all answers on the blank place immediately following the questions. If there is no enough space, continue your answers on the back of the sheet or the provided extra sheets with proper indications. 
4. Partial grade may be given. Thus, write down any derivations to demonstrate your knowledge in case your answer is incorrect.

5. If the problem is infeasible, please state why it is infeasible.

Your Name:                        

Student ID:                        
	Problem Number
	Score

	I. (110pts)
	

	II. (55pts)
	

	III. (110pts)
	

	IV. (30pts)
	

	V. (100pts)
	

	VI. (60pts)
	

	Total: (480pts)
	


I. Consider the universe discourse as U = {0, 2, 4, 6, 8, 10}. Define 3 fuzzy sets as 

A=0.3/4+0.5/6+0.7/8+0.8/10;

B=0.6/2+0.5/4+1/6+0.5/8;

C=1/0+0.5/2+0.5/6+0.3/8;

(a) (5pts) find the supports for those three fuzzy sets;

(b) (5pts) find the heights for those three fuzzy sets and normalize any subnormal fuzzy sets;

(c) (5pts) find the crossover points for the above three fuzzy sets;

(d) (5pts) find the cardinality and the related cardinality for C;
(e) (5pts) find the fuzzy cardinality for B;

(f) (5pts) find (-cut with ( =0.5 for those three fuzzy sets;

(g) (5pts) determine whether those three fuzzy sets are convex;

(h) (10pts) Define the level set of B and use the resolution principle to reconstruct B.

I. (continuous)

(i) (5pts) find 
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 (standard operations);

(j) (5pts) compute the similarity measure of B and A(C (standard operations);
(k) (5pts) compute the measure of B being subset of A(C (standard operations);

(l) (5pts) find the fuzziness measure of B (standard operations);
(m) (10pts) repeat the above problems (j) and (l) by using the bounded product for t-norm and the bounded sum for s-norm

(n) (5pts) use the drastic product for t-norm and the drastic sum for s-norm to find 
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(o) (20pts) use Yager operation to find 
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when (1) w( 0 (2) w = 1 (3) w = 2, and (4) w( ( .
(p) (10pts) Let f(x, y, z) = (y+z)/2. Determine f(A,B,C).
II. Consider the following fuzzy sets with U = [0, 8]:
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Repeat (a), (c), (d) (10pts), (e) (15pts), (f), (i), (j), and (l) in the above problem.

II. (continuous)
III. Given the following rules:
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where those fuzzy labels (sets) are defined as follows and the universe discourses are 
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III (continuous)

(a) (10pts) find the inferred result when x = 1 and y = (1 by using the standard operations;

(b) (5pts) use MOM to defuzzify the obtained result;

(c) (5pts) use COM to defuzzify the obtained result;

(d) (20pts) use COA to defuzzify the obtained result;
(e) (15pts) use fast-COA to defuzzify the obtained result;
(f) (10pts) use simulated-COA to defuzzify the obtained result;
(g) (15pts) repeat (a) and (c) by using the algebraic product for all t-norms;

(h) (15pts) repeat (a) and (c) for x = (1 and y = 1;

(i) (15pts) repeat (a) and (c) for x = 
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III. (continuous)

IV. Now, consider the following rules:
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 Then  z = 1+x+2y;
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 Then  z = (2+x+y;
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 Then  z = (2 +2x+2y;

Repeat those problems (a), (g) (10 pts) and (h) (10 pts) in (III) with those fuzzy labels (sets) are defined the same as those in (III).
V. Short Answers. (5 pts each)

1. What are the two fundamental elements for intelligence?

ANS: Knowledge and reasoning
2. From the behaviors of an intelligent system, please list all possible important features for an intelligent system?

ANS: observations (sensors), goal (selection target) intelligence (Knowledge and reasoning), possibly subject to uncertainty and may have learning capabilit
3. Why can a fuzzy system be more accurate than a non-fuzzy system?
ANS: Fuzzy is extra messages to provide information
4. What is approximate reasoning?
ANS: to reason under the existence of uncertainties on data.
5. Based on the definition of learning, what is the learning algorithm?

ANS: a way of changing the system (parameters).
6. What are the main advantages for an offline learning scheme?

ANS: no time constraints and can use all optimizations schemes.
7. What kinds of tasks can an unsupervised learning algorithm achieve?
ANS: clustering and find regularity for data (like PCA)
8. What is an optimization problem?

ANS: Given a performance index, to find a set of parameters that can optimize this performance index.
9. Please give a definition for the fuzziness of a fuzzy set.
ANS:There is overlapping between the set and its complement set.

10. Both fuzzy sets and probabilities can be used to represent uncertainties. What are their differences when they are used in reasoning processes?

ANS: Reasoning with Probability can have mathematical sound but not easy to manipulate. Reasoning with fuzzy may not have mathematical sound, but easy to manipulate.
11. Please write down the meaning of the membership degree for a fuzzy set.
ANS: the degree of membership belonging for a fuzzy set.
12. How can we define the overlap ratio for two membership functions characterized by Guassian functions?

ANS: to use some measure, like (-cut or standard deviation to replace the support in the calculation.
13. What is the law of excluded middle?
ANS: A(A
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14. What is fuzzy logic?
ANS: to use fuzzy sets to define logic values.
15. What types of fuzzy membership functions are often used in recent fuzzy research? 

ANS: triangular and Gaussian
16. When S(A,B)= S(B,A), what can we conclude?

ANS: |A|=|B|
17. What are the main difference between the TS fuzzy rules and the Mamdani fuzzy rules?
ANS: the consequence part for Mamdani is a fuzzy set and for TS is a crisp function.
18. What is Modus Ponen?
ANS: (A((A(B))(B
19. What are the main difference between COA and fast-COA?
ANS: Fast-COA counts the overlapping regions twice.
20. What are the objective evaluation fuzzy rules?

ANS: the rules are to describe whether the outcome of a certain action is acceptable.
VI. True/False. Be sure to justify your answer. (5 pts each)

1. In approximate reasoning for rule based systems, fuzzy implication is used to characterize the rule reasoning process.
ANS:  F   Why: 
2. A system can learn if the system can have different outputs when facing different situations.

ANS:  F   Why:

3. Fuzziness of a set is due to lack of knowledge about the boundary of the set.
ANS:  F   Why:

4. If the membership function of a fuzzy set is convex, the fuzzy set is also a convex fuzzy set.
ANS:  T   Why:

5. The fuzziness measure of a fuzzy set is to measure how much the fuzzy set being overlap with its complementary set.
ANS:  T   Why:
6. Type 2 fuzzy is to define a fuzzy set whose membership function is order of 2.
ANS:  F   Why: 

7. The minimal operation can result in the maximal results among all t-norm operations.
ANS:  T   Why: 

8. The law of non-contradiction can only be satisfied for fuzzy sets when the standard operations are used. In other words, when other operations are used, the law of non-contradiction does not hold.
ANS:  F   Why:
9. Because TS fuzzy rules use crisp values in the consequence parts, thus no matter what type of inputs are considered, the resultant output is always a crisp value.
ANS:  F   Why:
10. If triangle fuzzy membership functions are used, it is impossible to consider derivatives for those fuzzy membership functions.
ANS: F    Why:
11. Reinforcement learning can be said to be supervised learning because their learning behavior are almost the same but the evaluation targets are different.
ANS:  F  Why:
12. A learning approach can usually be considered as optimization if the evaluation for learning can be translated into the performance index.
ANS:  T   Why:
( END (
Appendix:

The following definitions you may require:

· Similarity measure: 
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· Subsethood measure: 
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· Fuzziness measure: F(A)=
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· Yager intersection: 
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· Yager union: 
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· Drastic product: 
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· Drastic sum: 
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· Bounded product: 
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· Bounded sum: 
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